BALANCEAMENTO DE CARGA EM ARQUITETURA SDN USANDO SWITCH
OPENFLOW PARA APLICACOES DE ENTREGAS OTIMIZADAS

an P. O. da SILVA'; Guilherme C. ARA ?; Kleber M. S. REZENDE?

RESUMO

Este trabalho apresenta uma proposta de arquitetura baseada em SDN (Software Defined Networking) voltada
para o balanceamento de carga e controle de fluxo em aplicagdes de entrega otimizadas. A solugdo em desenvolvimento
utiliza switches compativeis com o protocolo OpenFlow e o controlador Ryu, com foco na atuagdo direta sobre as
tabelas de fluxo dos dispositivos de rede. O objetivo é desenvolver um algoritmo proprio de redirecionamento de
trafego, inspirado nos principios do PEWMA (Probabilistic Exponentially Weighted Moving Average), mas adaptado ao
ambiente de emulacdo. O desenvolvimento ¢é realizado no emulador Mininet, onde diferentes cenarios sdo construidos
para avaliar o comportamento da rede diante de variagdes no trafego.
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1. INTRODUCAO

O crescimento exponencial do trafego de rede, impulsionado por aplicagdes que exigem alta
disponibilidade e baixa laténcia, como servicos de entrega de conteido e IoT, tem desafiado a
eficiéncia das redes tradicionais (Cisco, 2020). Nessas arquiteturas, o plano de controle esta
rigidamente acoplado ao plano de dados, limitando a adaptacdo dindmica as condigdes da rede e
impactando negativamente o balanceamento de carga e a qualidade do servico.

As Redes Definidas por Software (SDN) surgem como solugdo inovadora, separando
logicamente o plano de controle do plano de dados. O controle ¢ deslocado para um aplicativo
externo, o controlador, que pode implementar decisdes centralizadas para ajustar, em tempo real,
rotas e regras de fluxo nos dispositivos de rede.

Este trabalho utiliza o controlador Ryu, que permite criar aplicagdes em Python com
controle direto das tabelas de fluxo de switches OpenFlow. Inspirado no algoritmo PEWMA
(Probabilistic Exponentially Weighted Moving Average), propde-se desenvolver uma estratégia
propria de balanceamento de carga que, embora ndo implemente diretamente o PEWMA, adota sua
logica adaptativa para atualizar dinamicamente as regras de fluxo, buscando distribuir melhor o

trafego, reduzir sobrecargas e melhorar o desempenho da rede (Odoh, 2022).
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2. FUNDAMENTACAO TEORICA

As Redes Definidas por Software (SDN) se baseiam na separagdo entre os planos de
controle e dados, permitindo maior flexibilidade e controle centralizado (Valente, 2023). Essa
arquitetura ¢ util em ambientes com demandas dindmicas de trafego e requisitos de QoS. O
protocolo OpenFlow ¢ o principal elo entre o controlador SDN e os dispositivos de rede,
viabilizando o controle direto das tabelas de fluxo (Hussain, 2022).

O Ryu, controlador SDN em Python, ¢ amplamente usado em pesquisas por oferecer uma
API de alto nivel para aplicagbes como monitoramento e balanceamento de carga
(Montazerolghaem, 2025). O balanceamento de carga visa distribuir o trafego entre multiplos
caminhos para melhorar o desempenho da rede, podendo ser feito por algoritmos estaticos ou
dindmicos (Islam, 2017). Este trabalho propde uma solu¢do prépria inspirada no PEWMA, um

método adaptativo de previsao de trafego (Odoh, 2022).

3. MATERIAL E METODOS

Este trabalho utiliza o emulador Mininet para criar topologias virtuais e testar trés cenarios
distintos: (1) rede tradicional com balanceamento estatico, (2) rede SDN com algoritmo simples
(ex: round-robin no Ryu) e (3) rede SDN com algoritmo baseado nos principios do PEWMA.

No primeiro cenario, foi necessario configurar os hosts como roteadores Linux com
ip_forward=1, possibilitando uma topologia redundante com multiplos caminhos, o que ndo seria
viavel com switches tradicionais devido ao STP, que desativa enlaces redundantes. A topologia,
composta por quatro roteadores e quatro hosts finais (dois clientes e dois servidores — FTP e Web),
foi configurada com rotas manuais ¢ mesma métrica de prioridade para balanceamento, conforme

ilustrado na Figura 1.

10.0.0.0/24 10.0.20.0/30 10.2.2.0/24
g _____ — 2 W — - W
= ER———T
PCO ) b

10.0.30.0/30 FP

|
10.0.10.0/30 I 10.2.30.0130
|

10.1.20.0/30

| 7

D i et
% B —-
i 10.3.3.0/24

PC1 10.1.1.1/24 R1 10.1.30.0/30 R3

Web

Figura 1 - Topologia Cenario 1 - Rede tradicional com balanceamento estatico.

Os testes empregaram as ferramentas iperf para gerar trafego TCP intenso e ipstat para
monitorar o uso dos enlaces. O script de configuracao foi desenvolvido em Python com a API do

Mininet e realiza toda a configuracdo da topologia, enderecos IP e rotas. Os servicos FTP e HTTP



sdo ativados com pyfipdlib e http.server, respectivamente. O préximo passo sera a implementacgao
dos cenarios SDN usando o controlador Ryu e switches OpenFlow, onde sera testado o algoritmo

proposto inspirado no PEWMA.

4. RESULTADOS E DISCUSSAO

Para a andlise de desempenho da rede, foram consideradas trés métricas principais: taxa de
transferéncia (MBps), que indica o volume de dados transferidos em cada conexdo; bitrate
(Mbit/s), que representa a taxa de transmissdao efetiva e a utilizacdo da largura de banda; e
retransmissoes TCP, que evidenciam perdas e possiveis congestionamentos nos enlaces.

Os testes de desempenho realizados nos dois clientes (PCO — Figura 2 e PC1 — Figura 3),
acessando simultaneamente o servidor Web, evidenciaram diferencas marcantes na distribui¢ao de

trafego entre as conexdes.
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Figura 2 - Transferéncia PCO para Servidor Web Figura 3 - Transferéncia PC1 para Servidor Web

Nos testes realizados no ambiente tradicional com rotas estdticas e métricas iguais,
observou-se um comportamento distinto entre os dois clientes. O PCO0 apresentou distribui¢do
relativamente equilibrada do trafego entre as conexdes, com taxas de transferéncia entre 8 e 12
MBps, bitrate com média de 83,5 Mbits/s ¢ com apenas uma retransmissao, indicando bom uso
dos enlaces disponiveis.

Por outro lado, o PC1 demonstrou desequilibrio significativo, com as duas primeiras
conexoes consumindo quase toda a largura de banda disponivel (acima de 300 Mbits/s), enquanto
as demais tiveram trafego minimo, criando uma média de 48.25 Mbits/s. A partir da terceira
conexao surgiram retransmissdes significativas , sugerindo congestionamento em alguns enlaces.

Esses resultados evidenciam que, mesmo com rotas de mesma prioridade, a rede
convencional nio realiza um balanceamento eficiente, especialmente sob multiplas conexdes
simultaneas. Isso refor¢a a necessidade de solugdes mais inteligentes, como o uso de SDN com
algoritmos adaptativos, capazes de reagir em tempo real ao comportamento da rede, otimizando o

uso dos caminhos e evitando sobrecargas.



5. CONCLUSAO

Os testes no ambiente tradicional mostraram que o balanceamento de carga estatico ndo
consegue lidar bem com o trafego dindmico, resultando em congestionamentos e uso desigual dos
enlaces. Isso destaca a limitacdo das redes legadas e a necessidade de solugdes mais inteligentes.

Nosso projeto, em desenvolvimento, usa SDN com controlador Ryu e switches OpenFlow
para criar um algoritmo adaptativo inspirado no PEWMA, que promete distribuir melhor o trafego e
evitar sobrecargas. A implementagcdo dos cenarios SDN ainda estd em andamento, mas espera-se

que a abordagem traga melhorias significativas no desempenho da rede.
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